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Abstract. We present a fully automatic 3D segmentation method for
the liver from contrast-enhanced CT data. It is based on a combination
of a constrained free-form and statistical deformable model. The adap-
tation of the model to the image data is performed according to a simple
model of the typical intensity distribution around the liver boundary and
neighboring anatomical structures, considering the potential presence of
tumors in the liver. All parameters of the deformation as well as the
initial positioning of the model in the data are estimated automatically.

1 Introduction

The main issue in automatic liver segmentation from contrast-enhanced CT
data is that the intensity values of the liver tissue are often similar to those
of some surrounding anatomical structures like stomach, pancreas, kidney and
muscles. Approaches which are only based on local intensity or intensity gradient
features are usually not sufficient to differentiate between liver tissue and other
anatomical structures in those regions.

In order to alleviate this problem prior knowledge about the typical shape of a
liver may be incorporated into the process to constrain the segmentation process
where the image information is not reliable. The shape may be constrained by
a single template [1], a statistical shape model (SSM) [2] or even more flexible
deformable models. Combinations of these approaches have also been presented
[3, 4]. In this work we adopt a combination of a constrained free-form and a
statistical deformable model, which will be explained in Sec. 2.1.

Just as important and challenging is the process that drives the model to
match the image data to be segmented. General intensity features [1, 3] or a
statistical model of the intensity distribution [5] have been used. In this work we
present a simple heuristic model of the typical intensity distribution around the
liver boundary based on a nonlinear isotropic diffusion filtering of the original
CT data. The model also considers the potential presence of tumors inside the
liver. An algorithm for computing displacement vectors is derived that drives
the surface deformation (see Sec. 3). This model extends previous work [6, 7].

In order to achieve fully automatic segmentation both the set of parameters
required for the computation of the displacements as well as the initial position-
ing of the model in the image data need to be estimated automatically from the
image data. Our solutions for these problems are presented in Sec. 4 and Sec. 5.



2 Deformable Model based Segmentation Framework

2.1 Statistical Shape Model driven Segmentation

The SSM used in this work is generated from a set of individual training shapes
(triangulated surfaces). The main challenge is the correct identification of ana-
tomically corresponding points on each training surface. The method described
in [6, 7] was adopted to generate the shape model of the liver (see also for a review
of other methods). As a result of this process all training shapes vi (i = 1, . . . , n)
can be represented in a common vector space R3m, with m the number of sample
points used to discretize the shapes (vertices of the surfaces). Principal compo-
nent analysis (PCA) on this set of vectors provides a compact representation of
the variability within the training set, resulting in a bi-linear model:

S(b, T ) = T

(
v +

n−1∑
k=1

bkpk

)
(1)

where v =
∑
vi/n is the average shape, pk ∈ R3m the eigenmodes of the covari-

ance matrix C =
∑

(vi − v)(vi − v)T /n. The shape weights b ∈ Rn−1 and the
linear transformation T constitute the degrees of freedom of the model.

Segmentation using the SSM (1) is the task of finding the set of position and
shape parameters such that S(b, T ) approximates the (unknown) shape R ∈ R3m

to be segmented as good as possible. We denote the optimal segmentation R∗ =
S(b∗, T ∗). However, the location and shape of R is only encoded implicitly in the
image data I : R3 → R. Therefore the computation of R∗ proceeds iteratively.
Let Ri = S(bi, T i) denote the segmentation in iteration i:

1. R0 := S(0, T 0). The computation of T 0 is described in Sec. 5.
2. Compute displacement vector field ∆R ∈ R3m defined on the current segmen-

tation Ri, i.e. a vector ∆rk ∈ R3 is assigned to each vertex k ∈ N of the surface
Ri. It describes the desired deformation of the model towards the (unknown)
surface R in the underlying image data I (see Sec. 3).

3. Project the displacements onto the SSM by solving the optimization problem
(bi+1, T i+1) = argminb,T |(Ri + ∆R) − S(b, T )|2. Note that this process may
in general introduce self-intersections of the surface.

4. Update i← i+ 1 and return to step (2) if convergence has not been achieved,
i.e. if |S(bi, T i)− S(bi+1, T i+1)| > 3m · ε; else return b∗ = bi and T ∗ = T i.

It is not clear how well the final solution R∗ approximates R. This depends
on the quality of the shape model, the nature of the iterative approach and on
the computation of ∆Ri. In order to compute the displacement vector field ∆Ri

an intensity model for the encoding of R in I must be established. Our model
will be described in detail in Sec. 3.

2.2 Constrained Free-Form Segmentation

Although the SSM based segmentation provides robustness it may lack flexibility
to accurately model the desired segmentation R. To overcome this limitation we



perform a so called free form segmentation step, starting from the previous
result R∗. However, we constrain the free form segmentation to a narrow band
around R∗ to prevent too large deviations from the prior shape. The free form
segmentation is performed as follows:

1. R0 := R∗.
2. Compute three different vector fields on the current segmentation Ri: A dis-

placement vector field ∆R, just as in Sec. 2.1, a smoothing vector field ∆S,
pulling each vertex towards the barycenter of its 1-ring neighborhood, and a
shape preserving vector field ∆P , moving each vertex that lies outside a narrow
band of radius rB around R∗ along the surface normal towards the inside.

3. Compute a resulting vector field ∆V . For an individual vertex of the surface
it is given by v = wr∆r + ws∆s + wp∆p. The weights depend on the cosines
cab = cos(∠(∆a,∆b)) with a, b ∈ {s, r, p}(a 6= b) as follows:

(1) |∆p| > 0⇒ ws := 0.15 · (1− cps), wr := 0, wp := 1− ws.
(2) |∆p| = 0⇒ ws := 0.15 · (1− cpr), wr := 1− ws, wp := 0.
(3) For a, b ∈ {s, r, p}, a 6= b: If |∆a| = 0, cab is not defined ⇒ wa := 0 and

cab := 0. Set the remaining weights accordingly.

4. Set Ri+1 := Ri + ∆V . Perform this addition iteratively for all vertices, such
that updated position xi+1 := xi + v of an individual vertex does not produce
self-intersections in the surface. Then Ri+1 also has no self-intersections.

5. Update i← i+ 1 and return to step (2) if stopping criterion has not been met
(same ε as in Sec. 2.1). Otherwise, or if a maximum number of iterations has
been reached, return.

3 Computation of the Displacement ∆R

The displacement vector field ∆R is computed on the basis of the image data
I, after applying a nonlinear isotropic diffusion filter [8]: The filtered image is
the solution of the partial differential equation ∂tu = div

(
g(|∇uσ|2)∇u

)
with

u(x, 0) = I(x) and diffusivity function g(s) = 1 − exp
(
−3.315(λ/s)4

)
for s > 0

and g(s) = 1 for s ≤ 0. A displacement vector ∆rk is computed for each vertex
k of the surface by analyzing a 1D intensity profile at vertex position x along
the (unit) surface normal u. This profile is sampled equidistantly over a length
L at the set of points:

P = {xi := x+ [(i− 1)/(Np − 1)− 1/2] · L · u with i = 1, . . . , Np}.
The result of the analysis will yield the displacement vector ∆rk = w(xn − x),
with xn ∈ P, n ∈ {1, . . . , Np} and a confidence weight w, at the vertex k of the
surface. Fig. 1 shows some typical profiles in different anatomical regions.

The basic assumptions for the computation of the displacement are based
on the following simple model for the intensity distribution around the liver
boundary: The intensity inside the liver lies in the range GL = [gL− tL, gL+ tL],
where gL denotes the average liver intensity and tL the corresponding tolerance.
Analogously, the intensity of tumors (potentially) contained in the liver are in the
range GT = [gT −tT , gT +tT ]. Furthermore, there exist bounds gmin and gmax :=



lung stomach heart fat

Fig. 1. Exemplary intensity profiles. (a) GL, (b) gmin, (c) gmax, (d) current vertex
position x, (e) suggested new position xn, (f) profile plot.

gL + 3tL below resp. above which the intensity indicates definitely non-liver and
non-tumor tissue. The liver boundary is characterized by a minimal absolute
value of the intensity gradient dmin > 0. A sample point along a profile is only
considered inside the liver/tumor if at least cmin := Np/5 consecutive neighbors
on the profile lie within GL/GT . Based on these assumptions we propose the
following strategy to compute xn ∈ P from the intensity profile at a vertex:

1. Initialize n := (Np + 1)/2 and w := 1.
2. If I(xn) /∈ GL → Determine largest i < n with I(xi) ∈ GL and set n := i. If

there is no such point i, set w := 0.
3. If I(xn) ∈ GL → Count number c of consecutive i ≤ n with I(xi) ∈ GL. If
c ≥ cmin, define xn to be inside liver.

4. If xn outside liver but I(xn) ∈ GL → Count number c of consecutive i ≥ 1
with I(xi) ∈ GL. If c ≥ cmin, set n := c and define xn to be inside liver.

5. If xn outside liver → Set w := 0.
6. If I(xn) /∈ GL → If tumor present, search for an xi that is inside tumor. Use the

same strategy as for the liver, but with GT instead of GL. If such an xi exists,
set n := i and w := 0.75.

7. If I(xn) /∈ GL ∪GT → Determine all consecutive i ≤ Np with I(xi) < gmin. If
smallest such i < n, set n := i, w := 0.75 and return.

8. If w = 0 → Return.
9. Now xn is either inside liver or inside tumor. The remaining steps are equal in

both cases.→ Find first point i > n with either |I ′(xi)| > dmin or I(xi) /∈ GL/T .
If I(xi) /∈ GL/T , set n := i− 1, else n := i.

10. If |I ′(xn)| > dmin → Find point of inflection xi with smallest i > n, then find
largest j < i such that I(xj) > gmin. Set n := j.

11. Find largest i < Np with I(xi) < gmax. If i < n, set n := i. This prevents from
moving too far into regions such as kidney or heart.

4 Estimation of Intensity-based Parameters

The intensity parameters required for computing the displacement field ∆R (c.f.
Sec. 3) are estimated based on an analysis of two different histograms H1 and H2

of the preprocessed image data. The basic idea is to discriminate the major liver
peak(s) from minor yet distinct other peaks, which indicate the presence of tumor



tissue. H1 is the histogram on the volume inside some given liver surface, while
H2 considers a slightly enlarged liver volume by growing the current liver surface
by 5 voxels. The histograms are evaluated only on voxels with an intensity in
the range of [0, 300] HU, which is assumed to cover both liver and tumor tissue.
A weighted sum of 10 Gaussians Pi (i = 1, . . . , 10) is fitted to each of the two
histograms using the Expectation Maximization (EM) algorithm on a Gaussian
mixture model. As a result, we obtain weights wi, means µi, standard deviations
σi and the so-called peak height hi = wi/σi for each Gaussian Pi. First, the tumor
intensity range GT is computed based on histogram H1:

1. Identify Pi in H1 with the highest hi. Pi is assumed to model the intensity
distribution inside the liver (liver peak).

2. Identify N := {j | |µi − µj | < max(15,min(20, 3σi)), hj > 0.02·hi} as nearby
liver peaks. Set l1 := minj∈N{µj−σj ·max(1,min(3, 50 ·h2

j/h
2
i ))} as the lower

liver boundary. Set the upper liver boundary u1 accordingly.
3. Compute the approximate total peak height as r :=

∑
j∈N hj . Note that r is

not necessarily a peak height of our Gaussian mixture.
4. Now identify potential tumor peaks T := {j | µj < l1, hj > 0.05 ·r}. If |T | = 0,

assume that there is no big tumor. Otherwise identify σmin := minj∈T {σj}. Set
T ∗ := T \ {j ∈ T | σj > 2σmin} and t := arg maxj∈T∗{µj}. Pt is assumed to
model the intensity distribution inside tumors.

5. Fix the tumor intensity range GT with gT := µt and tT := min(20, 3σt).

Since Histogram H1 possibly excludes important regions of the liver, which
are not covered by the current segmentation, we analyze the Gaussians fitted to
H2 in a second step to see whether the liver intensity range needs to be enlarged:

1. Identify liver intensity boundaries l2 and u2 in H2 just like l1 and u1 in H1.
2. Identify a tumor Gaussian Pt2 in H2 just as in H1. Accept Pt2 only if none

was found in H1, and if µt2 > 0.5 (l2 + u2) − 30. Then set gT := µt and
tT := min(20, 3σt2). This reduces the risk of including fat to the liver range.

3. Set l := l2 and u := max(u1, u2). If l1 < l2 and not gT > l1, set l := l1.
4. Fix gL := 0.5 (l + u) and tL := 0.5 (u− l), and dmin := 0.5 tL.

5 Initialization of Position T 0

It is assumed that the general position of the patient in the CT scanner is
known and correct from the DICOM header (e.g. FFS = Feet First Supine).
The idea of the position initialization is to robustly detect the lower rim of
the right lobe of the lung and to position the liver model below it. First, all
connected components with intensity values less than -600 HU are determined
and the largest two components (left and right lobe), which are adjacent to the
upper border of the image volume, are selected. Next, the lobe component on the
right-hand side is projected in patient axis direction from feet to head and the
center and orientation of the resulting lung area is determined. The liver model
is now translated and oriented according to the back-projected center point and
orientation of the lower rim of the right lobe.



6 Segmentation Algorithm

The segmentation algorithm consists of a series of steps combining the methods
presented in the sections above, see Tab. 1. Each step is one of the following meth-
ods: position initialization (Init, see Sec. 5), parameter estimation (Estimate,
see Sec. 4), optimization of the shape model (Opt-SSM, see Sec. 2.1), con-
strained free-form deformation (Opt-CFFD, see Sec. 2.2) or some other pro-
cessing step explained in the table. For each step the parameters for the specific
method or other comments are listed in the third column labeled details.

7 Results and Conclusions

We presented an algorithm for automatic segmentation of the liver in CT data.
Its main components are statistical shape and constrained free-form deforma-
tions, which can directly be applied to other segmentation problems as well. The
computation of the displacement forces and the estimation of parameters were
designed to solve the liver segmentation problem. Yet, it may be used to solve
other segmentation problems, where our simple intensity model applies.

The statistical liver model was generated from 43 different data sets and has
m ≈ 12000 vertices. Refer to [7] for details about the training data. Comparisons
to manual segmentations were performed on 10 liver datasets provided by the
MICCAI 2007 Workshop on 3D Segmentation in the Clinic [9]. Fig. 2 and Tab. 2

Step Type Details

1 Preproc. two passes of nonlinear diffusion filtering of I with t = 25,∆t = 5,
λ = 10. Pass 1 with σ = 3, and pass 2 with σ = 1.

2 Init position T 0

3 Estimate compute GL, GT , dmin

4 Opt-SSM only position (rigid + isotropic scaling ∈ [0.5, 1.5]), L := 50 mm,
Np := 50, gmin := 0

5 Estimate recompute GL, GT , dmin

6 Opt-SSM position and shape parameters (10 modes), L := 60 mm and
Np := 60 without tumor, gmin := 0, ε := 0.1 mm

7 Estimate recompute GL, dmin only

8 Opt-SSM position and shape parameters (43 modes), gmin := gL − 3tL
without tumor and gT − tT with tumor, ε := 0.05 mm

9 Estimate recompute GL, dmin only

10 Opt-SSM same as step 7 but with L := 40 mm and Np := 40 with tumor

11 Opt-SSM Only performed if no tumor: L := 20 mm, Np := 40.

12 Remeshing The surface of the SSM is scan-converted, interior holes are filled,
a new surface mesh is generated as input for the following steps.

13 Opt-CFFD narrow band radius rB := 10 mm, L := 30 mm, Np := 60,
ε := 0.03 mm, maximum number of iterations := 50.

14 Opt-CFFD Only performed if no tumor was detected: L := 10 mm, Np := 50,
otherwise same as last OPT-CFFD step.

Table 1. Segmentation algorithm. Parameters remain the same if not noted otherwise.



show qualitative and quantitative results. The not yet optimized run-time of the
algorithm was 15 minutes per liver on an Intel 3.2 GHz processor. The overall
performance of our method has a score of 73 (see [9]). There has been no failure.

Segmentation errors sometimes occur at regions where anatomical structures
with very similar intensity values are located close to the liver, in particular
if parts of those structures can be captured within a typical liver shape: lower
part of vena cava (Fig. 2 top, right), duodenum (Fig. 2 middle, right), heart,
muscles, stomach and pancreas. The consideration of tumors inside the liver
during the segmentation process (see Sec. 3) is very important and works very
well (Fig. 2 middle and bottom row). At high noise levels in the original image
data the isotropic nonlinear diffusion process is stopped before reaching the
liver boundary (e.g. case 2). Some deviations are caused by incorrect manual
segmentations (e.g. Fig. 2 middle row, middle column, near the gallbladder).

The initiative of providing a common pool of test data as well as well-defined
measures for evaluation is indispensable for further progress in the field of au-
tomatic image segmentation. Yet it remains difficult to establish the correct
ground truth, especially for the liver, due to the difficulty to clearly define the
exact boundary of the liver tissue (e.g. at the inner side, where the portal vein
enters the liver or the vena cava). Although fully automatic liver segmentation
algorithms are desirable in the clinical routine, methods that reduce and facili-
tate manual interaction will remain essential in case of failures.

Acknowledgments. D. Kainmüller is supported by DFG Collaborative Re-
search Center SFB 760, H. Lamecker by the DFG Research Center Matheon.
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Dataset Overlap Error Volume Diff. Avg. Dist. RMS Dist. Max. Dist. Total
[%] Score [%] Score [mm] Score [mm] Score [mm] Score Score

1 6.3 76 -2.3 88 0.9 77 2.0 73 20.6 73 77
2 11.5 55 -10.8 43 1.6 60 2.4 66 17.0 78 60
3 4.7 82 -1.6 91 0.9 77 2.0 72 21.4 72 79
4 7.2 72 -0.5 98 1.2 70 2.4 67 18.4 76 76
5 8.8 66 -6.1 68 1.5 62 2.5 65 21.5 72 66
6 7.0 73 -5.6 70 1.3 68 3.3 54 36.5 52 63
7 6.3 76 -1.9 90 1.1 74 3.1 57 25.6 66 73
8 4.5 82 -0.2 99 0.7 82 1.5 79 13.5 82 85
9 4.1 84 -1.0 95 0.5 88 1.0 86 15.9 79 86

10 9.2 64 -5.7 70 1.3 67 2.3 68 19.1 75 69
Average 7.0 73 -3.6 81 1.1 72 2.3 69 20.9 72 73

Table 2. Results of the comparison metrics and scores for all ten test cases.

Fig. 2. From left to right, a sagittal, coronal and transversal slice from a relatively easy
case (1, top), an average case (4, middle), and a relatively difficult case (3, bottom). The
outline of the reference standard segmentation is in red, the outline of the segmentation
of the method described in this paper is in blue. Slices are displayed with a window of
400 and a level of 70.
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0 Summary of Changes

This document lists changes we made to our segmentation system since sub-
mitting our original paper to the MICCAI 2007 workshop ”Segmentation in the
Clinic: A Grand Challenge”.

1. New model: Our new statistical liver model was generated from 102 dif-
ferent data sets and has m ≈ 7000 vertices. As training data we used PACS
data and the 20 training datasets provided by the MICCAI 2007 workshop
on segmentation in the clinic. See also section 7, second paragraph.

2. Changed number of used modes: The maximum number of used modes
now depends on the slice thickness of the original ct data. This change re-
sulted from the observation that using less modes yields better segmentations
on data with coarse resolution. A theory that explains this observation is that
the lack of information in coarse resolution data is coped for by restricting
the statistical shape model to ”more probable” shapes. See also table 1.

3. Changed stopping criteria for FreeForm step: See table 1.
4. New postprocessing step: Fill 2D holes in xy-slices of result label field.

This step approximates to the gold standard segmentation protocol for the
vena cava. See table 1

5. Slightly changed the shape constraint: The shape constraint is now a
hard constraint applied to a desired displacement vector and not a separate
displacement component any more. Thereby the surface mesh is guaranteed
to stay inside the Narrow Band at all times during FreeForm segmentation.
See enumeration items 2 and 3 in section 1.1

1 Deformable Model based Segmentation Framework

1.1 Constrained Free-Form Segmentation

1. R0 := R∗.
2. Compute two vector fields on the current segmentation Ri: A displacement

vector field ∆R, just as in Sec. 2.1, and a smoothing vector field ∆S, pulling
each vertex towards the barycenter of its 1-ring neighborhood, and



3. Compute a resulting vector field ∆V . For an individual vertex of the sur-
face it is given by v = wr∆r + ws∆s. The weights depend on the cosine
crs = cos(∠(∆r,∆s)) as follows:
(2) |∆p| = 0⇒ ws := 0.15 · (1− cpr), wr := 1− ws, wp := 0.
(3) For a, b ∈ {s, r}, a 6= b: If |∆a| = 0, cab is not defined ⇒ wa := 0 and

cab := 0. Set the remaining weight accordingly.
If the resulting vector points out of the narrow band (provided via distance map),
trim it to length toleratedDistance− oldDistance.

6 Segmentation Algorithm

7 Results and Conclusions

The statistical liver model was generated from 102 different data sets and has
m ≈ 7000 vertices. As training data we used PACS data and the 20 training
datasets provided by the MICCAI-workshop. ...

Step Type Details

1 Preproc. two passes of nonlinear diffusion filtering of I with t = 30, ∆t =
5, λ = 10. Pass 1 with σ = 3, and pass 2 with σ = 1.

2 Init position T 0

3 Estimate compute GL, GT , dmin

4 Opt-SSM only position (rigid + isotropic scaling ∈ [0.5, 1.5]), L := 50 mm,
Np := 50, gmin := 0

5 Estimate recompute GL, GT , dmin

6 Opt-SSM position and shape parameters (5 modes), L := 60 mm and
Np := 60 without tumor, gmin := 0, ε := 0.1 mm

7 Estimate recompute GL, dmin only

8 Opt-SSM position and shape parameters. The number of used modes m
depends on the slice thickness z of the original ct data: Without
tumor m = min(50,max(20,−75z + 57.5)), with tumor m =
min(30,max(20,−75z+57.5)). gmin := gL−3tL without tumor
and gT − tT with tumor, ε := 0.05 mm

9 Estimate recompute GL, dmin only

10 Opt-SSM same as step 7 but with L := 40 mm and Np := 40 with tumor

11 Opt-SSM Only performed if no tumor: L := 20 mm, Np := 40.

12 Remeshing The surface of the SSM is scan-converted, interior holes are
filled, a new surface mesh is generated as input for the following
steps.

13 Opt-CFFD narrow band radius rB := 10 mm, L := 30 mm, Np := 60,
ε := 0.04 mm, maximum number of iterations := 30.

14 Opt-CFFD Only performed if no tumor was detected: L := 10 mm, Np :=
50, otherwise same as last OPT-CFFD step.

15 FillAllSlices Fill 2D holes in xy-slices of scan converted result from step 14

Table 1. Segmentation algorithm. Parameters remain the same if not noted otherwise.
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